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ABSTRACT
Website privacy policies are often long and difficult to understand.
While research shows that Internet users care about their privacy,
they do not have time to understand the policies of every website
they visit, and most users hardly ever read privacy policies. Sev-
eral recent efforts aim to crowdsource the interpretation of privacy
policies and use the resulting annotations to build more effective
user interfaces that provide users with salient policy summaries.
However, very little attention has been devoted to studying the ac-
curacy and scalability of crowdsourced privacy policy annotations,
the types of questions crowdworkers can effectively answer, and the
ways in which their productivity can be enhanced. Prior research
indicates that most Internet users often have great difficulty under-
standing privacy policies, suggesting limits to the effectiveness of
crowdsourcing approaches. In this paper, we assess the viability
of crowdsourcing privacy policy annotations. Our results suggest
that, if carefully deployed, crowdsourcing can indeed result in the
generation of non-trivial annotations and can also help identify ele-
ments of ambiguity in policies. We further introduce and evaluate a
method to improve the annotation process by predicting and high-
lighting paragraphs relevant to specific data practices.
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1. INTRODUCTION
Privacy policies are verbose, often complicated legal documents

that provide notices about the data practices of websites and on-
line service providers. McDonald and Cranor [18] showed that if
users were to read the privacy policies of every website they ac-
cess, they would spend an unreasonable fraction of their time do-
ing so; additionally, they found that study participants were largely
unable to answer basic questions about what these privacy policies
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say. Unsurprisingly, many people do not read website privacy poli-
cies [10], which are often drafted to ensure legal and regulatory
compliance rather than to effectively inform users [28]. Despite
these limitations, website privacy policies remain Internet users’
primary sources of information on how companies collect, use, and
share their data.

Efforts to codify privacy policies, such as the development of
the Platform for Privacy Preferences (P3P) standard or more recent
initiatives like “Do Not Track” (DNT), have been met with resis-
tance from website operators [4, 8, 17]. While the vast majority of
prominent websites have natural language privacy policies (some
required by legal regulation [21]), many service providers are re-
luctant to adopt machine-implementable solutions that would force
them to further clarify their privacy practices or to commit to more
stringent practices.

In response to this issue, recent efforts have focused on the devel-
opment of approaches that rely on crowdsourcing to annotate im-
portant elements of privacy policies. This includes PrivacyChoice
(acquired by AVG), ToS;DR [30], Zimmeck and Bellovin [32], and
the Usable Privacy Policy Project [27]. Crowdsourcing is typically
applied to tasks that are still difficult for computers to solve, but can
be easily solved by humans [22]. Crowdsourcing the extraction of
data practices from privacy policies faces a particular challenge: it
has been shown that the length and complexity of privacy policies
makes them difficult to understand and interpret by most Internet
users [11, 18]. Even experts and trained analysts may disagree on
their interpretation [25].

In this work, we investigate the feasibility of crowdsourcing pri-
vacy policy annotations and explore how the efficiency of crowd-
workers can be enhanced by predicting and highlighting policy
paragraphs that are relevant to specific data practices. We make
the following major contributions:

First, we investigate the accuracy of crowdsourcing the extrac-
tion of data practices from privacy policies by comparing crowd-
worker annotations with those of skilled annotators on a set of 26
privacy policies, focusing on a set of nine annotation questions.
By requiring a high level of agreement within a group of crowd-
workers (�80%), we achieve high annotation accuracy (>95%).
Crowdworkers generally either match the skilled annotators’ inter-
pretation or fail to reach the required agreement level. We find
that it is exceedingly rare for crowdworkers to agree on an inter-
pretation that differs from skilled annotators. In other words, while
not all annotations are equally easy to crowdsource, a meaningful



number of them are amenable to crowdsourcing with a high level
of confidence.

Second, we introduce a technique combining machine learning
and natural language processing to highlight a small number of
paragraphs in a given privacy policy that are likely to be most rele-
vant to a specific annotation task. The results of our respective user
study suggest that highlighting paragraphs increases annotation ac-
curacy and that the highlights are perceived as useful by crowd-
workers.

The remainder of the paper is organized as follows. We first
discuss related work in Section 2. In Section 3, we describe our
study design, including our framework for crowdsourcing privacy
policy annotations. In Section 4, we analyze the quality of crowd-
sourced annotations and compare them to the results of skilled an-
notators. In Section 5, to further improve annotation performance,
we propose an approach to automatically identify and highlight
paragraphs in a privacy policy that are relevant to a specific anno-
tation question. The effectiveness of this approach has been evalu-
ated in a between subjects study. We describe the study design and
results in Section 6. In Section 7, we discuss the implications and
benefits of our results, as well as directions for further improving
the crowdsourcing of privacy policy annotations.

2. RELATED WORK
The readability issues of privacy policies have been studied ex-

tensively [11]. Privacy policies have been evaluated with different
readability metrics in different domains, such as energy companies’
terms and conditions [16], online social networks [19], and health
care notices [9]. Findings suggest that understanding privacy poli-
cies requires reading skills and patience that exceed those of the
average Internet user.

Multiple efforts have considered extracting data practices from
privacy policies with crowdsourcing. For instance, ToS;DR (Terms
of Service; Didn’t Read) [30] is a community-driven effort to an-
alyze websites’ privacy policies and grade their respect for users’
privacy. However, ToS;DR’s organic and flexible assessment and
annotation approach is difficult to scale. Since its inception in
2012, the project has fully or partially analyzed fewer than 70 poli-
cies. Zimmeck & Bellovin [32] complement ToS;DR data with
automated policy analysis based on natural language processing.
Their analysis is limited to a small number of binary questions
for which answers are extracted from privacy policies with vary-
ing accuracy. Costante et al. [7] use text classification to estimate a
policy’s completeness based on topic coverage. Other approaches
have applied topic modeling to privacy policies [6, 29] and have
automatically grouped related sections and paragraphs of privacy
policies [15, 24]. Since the complexity and vagueness of privacy
policy language makes it difficult to automatically extract complex
data practices from privacy policies, we propose to use relevance
models to select paragraphs that pertain to a specific data practice
and to highlight those paragraphs for annotators.

A common approach to crowdsourcing is to split a complex task
into smaller subtasks that are easier to solve [5, 13, 20]. This ap-
proach works well for labeling tasks, such as tagging or categoriz-
ing images, but privacy policies are substantially more complex:
they are lengthy documents filled with legal jargon and often inten-
tional vagueness. Descriptions of a particular data practice may be
distributed throughout a policy. For example, in one section a pol-
icy may claim that data is not shared with third parties, and later it
may list exceptional third parties that receive data. This complexity
makes it difficult to correctly interpret a policy’s meaning without
reading it in its entirety. Thus, a policy’s text cannot be trivially
partitioned into smaller reading tasks for crowdworkers to annotate

in parallel, since integrating contradictory annotations becomes a
difficult problem.

Few efforts have been made to crowdsource tasks as complex
as annotating privacy policies. André et al. [2] investigate crowd-
sourcing of information extraction from complex, high-dimensional,
and ill-structured data. However, their focus is on classification via
clustering, rather than on human interpretation to answer questions.
Breaux and Schaub [3] take a bottom-up approach to annotating
privacy policies by asking crowdworkers to highlight specific ac-
tion words and information types in a privacy policy. However, the
remaining challenge in their approach is to reconcile results from
multiple questions and segments of policy text into a coherent rep-
resentation of a website’s data practices.

The accuracy of policy annotations obtained from crowdwork-
ers has received little prior attention. Reidenberg et al. [25] studied
how experts, trained analysts, and crowdworkers disagree when in-
terpreting privacy policies. They conducted a qualitative analysis
based on six privacy policies and found that even experts are subject
to notable disagreements. Moreover, data practices involving shar-
ing with third parties appeared to be a particular source of disagree-
ment among the annotation groups. On the other hand, Breaux and
Schaub [3] found that crowdworkers working in parallel identified
more keywords than expert annotators. Both studies were based
on a small number of privacy policies (six and five, respectively).
In contrast, we assess crowdworkers’ accuracy and agreement with
trained analysts using a larger set of privacy policies.

3. STUDY DESIGN
We developed an annotation tool to enable crowdworkers and

skilled annotators to annotate privacy policies online. In this sec-
tion we describe the online annotation tool, our annotation scheme,
the privacy policies used in this study, and the two participant groups,
namely, skilled annotators and crowdworkers. Carnegie Mellon
University’s institutional review board approved our study.

3.1 Privacy Policy Annotation Tool
We developed an online annotation tool for privacy policies in or-

der to provide our annotators with an effective interface and work-
flow to read a privacy policy and answer annotation questions about
specific data practices described in the policy. The annotation tool
was developed in an iterative user-centered design process that in-
cluded multiple pilot studies and interview sessions.

The annotation tool, shown in Figure 1, displays a scrollable pri-
vacy policy on the left and one annotation question with multiple
response options on the right. When selecting an answer, an anno-
tator also selects the passages in the policy text that informed their
answer before proceeding to the next question, except when select-
ing “not applicable.” These phrase selections serve as supporting
evidence for provided annotations. Multiple text segments can be
added to (and removed from) the selection field. The selection field
is intentionally located between question and response options to
integrate it into the annotator’s workflow. Additionally, the anno-
tation tool features a search box above the policy, which enables
annotators to search for key terms or phrases within the policy be-
fore selecting an answer. While annotators must answer all ques-
tions before they can complete a policy annotation task, they can
jump between questions, answer them in any order, and edit their
responses until they submit the task. This flexibility allows users
to account for changes in their interpretation of policy text as they
read and understand the privacy policy to answer successive ques-
tions.

The policy annotation tool provides users with detailed instruc-
tions before they start the task. Users are asked to answer the anno-



Figure 1: The privacy policy annotation tool. It displays a privacy policy (left) and one of the annotation questions (right). Annotators
select phrases from the policy text to support their responses and can jump between questions before submitting the completed
annotation task.

tation questions for the main website and to ignore statements about
mobile applications or other websites. Users are also instructed to
ignore statements applying to a limited audience (e.g., Californians,
Europeans, or children). As part of the annotation interface, we
provide definitions for privacy-specific terms used in the questions
and the response options (e.g., third parties, explicit consent, core
service, etc.). Those clarifications are provided as pop-ups when
the user hovers over a term highlighted in blue (see Figure 1).

The online annotation tool, the instructions, and the wording of
the questions and the response options were refined over multiple
iterations. We conducted pilot testing with students and crowd-
workers. We also conducted pilot annotations and semi-structured
interviews with five skilled annotators to gather feedback, assess
the tool’s usability, and allow the skilled annotators to familiarize
themselves with the tool. Because the skilled annotators provided
the gold standard data in our main study, exposing them to the
annotation interface at this stage did not affect the results. More
specifically, we were interested in eliciting their most accurate in-
terpretations of policies rather than evaluating their interaction with
the annotation tool. Pilot tests were conducted with a set of privacy
policies different from those used in the actual study. The itera-
tive design resulted in substantial usability improvements. For in-
stance, although we started with a much simpler set of instructions,
user tests revealed the need for additional instructions to support
the users’ interpretation process by reducing ambiguity.

3.2 Annotation Scheme & Selected Policies
We based our annotation scheme on a literature analysis. We

identified a small number of data practices and information types
that prior work identified as primary concerns for users. We fo-
cused on data practices most frequently mentioned in federal pri-
vacy litigation and FTC enforcement actions [26], namely collec-
tion of personal information, sharing of personal information with
third parties, and whether websites allow users to delete data col-
lected about them. In addition, we were interested in how clearly

these practices were described with respect to particularly sensitive
information types [1, 12, 14]: contact information, financial infor-
mation, current location, and health information.

Based on relevant data practices we devised a set of nine anno-
tation questions: four questions about data collection (Q1–Q4, one
for each information type above), four questions about sharing col-
lected information with third parties (Q5–Q8), and one question
about deletion of user information (Q9). For collection and shar-
ing, the provided response options allowed users to select whether a
given policy explicitly stated that the website engaged in that prac-
tice (“Yes”), explicitly stated that it did not engage in that prac-
tice (“No”), whether it was “Unclear” if the website engaged in the
practice, or if the data practice was “Not applicable” for the given
policy. The sharing questions further distinguished sharing for the
sole purpose of fulfilling a core service (e.g., payment processing
or delivery), for purposes other than core services, or for purposes
other than core services but only with explicit consent. The re-
sponse options for the deletion question were “no removal,” “full
removal” (no data is retained), “partial removal” (some data may
be retained), “unclear,” and “not applicable.” Users were instructed
to ignore statements concerning retention for legal purposes, as our
interest was in annotating retention practices that were question-
ably motivated but not legally obliged. For all nine questions, each
response option was accompanied by an explanation to support its
understanding. Throughout the questions, the “unclear” option al-
lowed users to indicate when a policy was silent, ambiguous or
self-contradictory with regard to a specific data practice. See Ap-
pendix A for the full text of the annotation questions and their re-
sponse options.

For our study, we selected the privacy policies of 26 news and
shopping websites, listed in Table 1. They were selected based on
traffic rankings from Alexa.com to provide a cross-section of fre-
quently visited websites. All policies were collected in December
2013 or January 2014.



sfgate.com costco.com accuweather.com
money.cnn.com drudgereport.com chron.com
bloomberg.com tigerdirect.com jcpenney.com
examiner.com hm.com washingtonpost.com
nike.com ticketmaster.com wunderground.com
abcnews.go.com bodybuilding.com overstock.com
time.com lowes.com barnesandnoble.com
zappos.com shutterfly.com latimes.com
bhphotovideo.com staples.com

Table 1: Privacy policies from 26 shopping and news websites
were annotated by crowdworkers and skilled annotators to as-
sess crowdworkers’ annotation accuracy. The twelve policies
in italics were used in the second experiment to evaluate the
effectiveness of highlighting relevant paragraphs.

3.3 Participant Groups
We recruited two participant groups for our study: skilled anno-

tators, to obtain gold standard interpretations of privacy policies,
and crowdworkers to evaluate the accuracy and utility of crowd-
sourcing privacy policy annotations. Both groups used the same
online annotation tool.

The skilled annotators were five graduate students with a back-
ground in law and public policy, who concentrated on privacy re-
search and were experienced in reading and interpreting privacy
policies. Three of them were female and two were male. They
were 23 to 35 years old (median age: 24). Each of the five skilled
annotator annotated all 26 policies by answering the nine questions,
resulting in 1,170 question responses in total.

Crowdworkers were recruited on Amazon Mechanical Turk. Par-
ticipants were required to be U.S. residents and to have at least a
95% approval rating for 500 completed tasks. Crowdworkers pro-
vided demographics information in an exit survey. Of the crowd-
workers, 53.7% were male (117) and 45.9% female (100); 1 crowd-
worker did not provide their gender. They were 18 to 82 years old
(median age: 31). The crowdworkers were somewhat less edu-
cated than the skilled annotators: 39% had at least a college degree
(bachelor’s or higher), 14.7% had only a high school degree, and
2.7% did not complete high school. Primary occupations of the
crowdworkers were diverse. The most frequently named occupa-
tions were administrative support (12.7%); business, management,
or financial (12.4%); computer engineering or information technol-
ogy (10.6%);service industry (10.1%); student (8.7%); and unem-
ployed (7.8%). The vast majority had no legal training (76.6%).
Some (11.5%) indicated that their background in another field pro-
vided them with some legal experience. 8.3% indicated they were
knowledgeable in legal matters but had no formal legal training.
Only 2.3% (5) studied law and 1.4% (3) received other legal or
paralegal training. Crowdworkers with legal training were not ex-
cluded from participation, since they were part of the population
sampled.

Crowdworkers were paid US$6 per annotated privacy policy, and
each policy was annotated by ten crowdworkers. The average time
for task completion was 31 minutes for the skilled annotators1and
24 minutes for the crowdworkers. A total of 218 crowdworkers par-
ticipated in our study and the vast majority (88.5%) annotated only
one policy. We screened task submissions and checked whether
question responses were accompanied by meaningful text selec-

1This average excludes six assignments with outlier durations
greater than 10 hours, where we assume that the skilled annotators
stepped away from the task for an extended period of time.

tions. The rate of bogus answers was extremely low, perhaps due
to the approval rating requirements and the relatively high pay.

4. ANALYZING ANNOTATION QUALITY
A major objective of our study was to determine to what extent it

is possible to reliably crowdsource meaningful privacy policy anno-
tations and more specifically for the annotation scheme introduced
in the previous section. To this end we compared the annotations
of our crowdworkers with those produced by our skilled annotators
on the dataset of 26 privacy policies.

4.1 Overall Accuracy
In Figure 2, we provide a high-level summary of the accuracy of

crowdworker annotations as measured on the 26 privacy policies.
In our analysis, we grouped “unclear” and “not addressed in the
policy” annotations, since crowdworkers struggled to differentiate
between these two options. To consolidate the five skilled anno-
tators’ responses, we held them to an 80% agreement threshold:
for each policy-question pair, if at least four of the five skilled an-
notators agreed on an answer we considered it to be sufficiently
confident for the evaluation standard. Otherwise it was excluded
from the comparison. We show results from consolidating crowd-
workers’ answers using agreement thresholds ranging from 60% to
100% at 10% intervals. Unsurprisingly, higher agreement thresh-
olds yield progressively fewer answers. All crowdworker agree-
ment thresholds demonstrate strong accuracy when evaluated against
skilled annotators’ answers, with accuracies ranging from 87% (i.e.,
132/151 at the 70% crowdworker agreement threshold) up to 98%
(42/43 at the 100% crowdworker agreement threshold).

The 80% crowdworker agreement threshold (with 96% accu-
racy) seems to provide a reasonable balance between accuracy and
coverage over the annotations available for analysis. We reached
similar conclusions about the skilled annotator agreement thresh-
old, and for the results in the remainder of this paper both agree-
ment thresholds are set at 80%. This suggests that crowdsourcing
produces meaningful privacy policy annotations, which match the
skilled annotators’ interpretation with high accuracy if sufficiently
high agreement thresholds are required.

However, the fact that crowdworkers reach that agreement thresh-
old and match the skilled annotators’ interpretation for a large frac-
tion of policy-question pairs should not be seen as an indication
that privacy policies are clear. Instead, this reflects the fact that an-
notators were offered answer options that included “unclear” and
“not addressed in the policy.” For a number of policy-question
pairs, skilled annotators and crowdworkers simply agreed with a
high level of confidence that the policy was indeed unclear or that
an issue was simply not addressed in the policy. Next, we take a
detailed look at statistics collected for each of the nine questions.
Intuitively, some questions seem to be harder to answer than others.

4.2 Question-Specific Results
Table 2 and Figure 3 provide a detailed comparison of answers

from our skilled annotators and our crowdworkers, with both held
to 80% agreement thresholds. Some questions appear to be sub-
stantially easier to answer than others; for example, our skilled an-
notators and the crowdworkers found it easy to answer questions
about the collection of contact information. However, answering
questions about the sharing of contact information seems to be par-
ticularly difficult for crowdworkers, who fail to meet the agreement
threshold on 23 out of the 26 policies. It is worth noting that some
questions seem to be challenging for skilled annotators as well.
In particular, skilled annotators fail to converge on 19 of the 26
policy-question pairs dealing with the sharing of financial informa-



Skilled Annotators Crowdworkers
Question Yes Unclear No Conv. Yes Unclear No Conv.

Collection Contact Info. 26 25 1
Collection Financial Info. 21 4 1 13 4 9
Collection Location Info. 10 12 4 14 12
Collection Health Info. 1 25 1 25
Sharing Contact Info. 9 17 3 23

Sharing Financial Info. 3 4 19 6 20
Sharing Location Info. 1 20 5 4 22
Sharing Health Info. 25 1 24 2

Deletion of Info. 6 13 7 4 8 14
Total 77 103 54 60 71 103

Table 2: Distributions of skilled annotations and crowdsourced annotations collected for all nine questions across all 26 policies,
calculated with an 80% agreement threshold for both groups of annotators. “No Conv.” indicates a lack of sufficient agreement
among the skilled annotators or crowdworkers. “Yes” indicates that the policy does allow this practice. “Unclear” indicates a “policy
is unclear” annotation.

Figure 2: Accuracy of annotations produced by 10 crowdwork-
ers, as measured against skilled annotators, on a set of 179
policy-question pairs. Skilled annotators’ answers were held
to an 80% agreement threshold (i.e., at least 4 of 5 skilled an-
notators must agree on the same answer to each policy-question
pair to merit its inclusion in the comparison). The bars show
crowdworkers’ answers when held to a series of progressively
higher agreement thresholds.

tion. Overall, we observe that crowdworkers are able to converge
on annotations in a majority of cases.

5. HIGHLIGHTING PARAGRAPHS
Our results show that crowdworkers can provide highly accurate

privacy policy annotations for some questions, primarily concern-
ing collection and deletion, but that they struggle with questions
pertaining to sharing practices, which are typically more spread out
in the policy. An exacerbating factor is the length of privacy poli-
cies. Policies in our dataset contained 40.8 paragraphs on average,
with a standard deviation of 15.8 paragraphs. To fully capture all
aspects relating to an annotation question, crowdworkers must read
or at least skim the entire policy. This is both time-consuming and
sub-optimally efficient, since they must read or skim many para-
graphs multiple times as they answer multiple questions. Due to the
length of policies, navigating them can be unwieldy, which bears
the risk of missing relevant passages in the process.

Figure 3: Crowdworkers’ annotation accuracy broken down by
question. For the sake of this comparison, crowdworkers’ an-
swers and skilled annotators’ answers were held to 80% agree-
ment thresholds within their cohorts.

As noted before, splitting a policy into smaller parts could reduce
reading time, but it bears the risk of losing context and the required
holistic view on data practices. Instead, we propose a technique to
identify and highlight paragraphs in the policy that are likely to be
relevant to the given annotation question. A study evaluating the
effects of highlighting paragraphs on annotation accuracy follows
in Section 6.

5.1 Identifying Relevant Paragraphs
Our method predicts the top k paragraphs in a policy relevant to

answering a given question. These relevant paragraphs are high-
lighted in the annotation tool, as shown in Figure 4, to provide an-
notators cues about which parts of the policy they should focus on.

We created a separate classifier for each question and applied it
to predict each paragraph’s relevance to the question. Our approach
involves developing regular expressions for a given data practice,
which are then applied to a policy’s paragraphs. The test selections
provided by the skilled annotators were analyzed by a group of five
law and privacy graduate students, who picked out phrases (4-10
words) that captured the essence of the response to a specific data
practice question. For example, one phrase they chose was “we
obtain . . . information we need to” (the ellipsis being a placeholder
for one or more words). These phrases were first normalized (for



Figure 4: Privacy policy annotation tool with paragraph high-
lighting. The five paragraphs most relevant to the shown
question are highlighted, and an overview bar (left) supports
navigation between them. Rather than highlighting only the
matched key phrases in the policy, we highlight entire para-
graphs to reduce visual clutter and to encourage crowdworkers
to read relevant context and thus gain a better understanding
of the respective data practice.

stemming and capitalization) and then converted into a list of 110
regular expressions, such as:

(place|view|use)(.*?)(tool to collect)(\w+){,3}(inform)

In this example, a word with the normalized form place, view, or
use must occur in the same sentence as tool to collect, and a word
with normalized form inform (e.g., information) must occur within
three words of collect.

If a regular expression matched one or more paragraphs, those
paragraphs were extracted for further feature engineering. After re-
moving stopwords and stemming the selected paragraphs, we used
normalized tf-idf values of lower order n-grams as features. Thus,
for a paragraph, our feature set was comprised of two types of fea-
tures: (1) regex features, i.e., a binary feature for every regular
expression in the above constructed list; and (2) n-gram features,
i.e., tf-idf values for uni-, bi- and trigrams from the extracted para-
graphs.

Based on the sentences selected by skilled annotators, we used
the respective paragraphs as labels in supervised training. We trained
nine classifiers – one for each question – using logistic regression.
These classifiers predicted the probability that a given paragraph
was relevant to the question for which it is trained. Logistic re-
gression is a standard approach for combining a set of features that
might correlate with each other to predict categorical variables. Ad-
ditionally, it performs well with a low number of dimensions and
when the predictors do not suffice to give more than a probabilistic
estimate of the response.

Since we were working with a relatively small dataset, we used
L1 regularization to prevent the model from overfitting the data.
We used five-fold cross-validation to select the regularization con-
stant. If there are N paragraphs in the corpus, for each of the nine
questions, we represent the ith paragraph in the corpus as a feature
vector (xi). Depending on whether it was selected by the skilled
annotator or not, we set the label (yi) as 1 or 0, respectively. The
parameters (q ) are learned by maximizing the regularized log like-

lihood:

l(q) =
N

Â
i=1

yi loghq (xi)+(1� yi) log(1�hq (xi))�lkqk1.

We then pick the top 5 or top 10 paragraphs ordered by probability
to constitute the TOP05 and TOP10 relevant paragraph sets for a
given policy-question pair.

5.2 Model Validation
To ensure that our model was indeed selecting relevant para-

graphs, we calculated the recall of the TOP05 and TOP10 models
against the paragraphs selected by the skilled annotators. Across
all questions, the average recall rate was 0.91 with a standard devi-
ation of 0.70 for TOP05, and it increased to 0.94 (standard deviation
.07) for TOP10. We chose recall as an internal evaluation metric be-
cause our goal was to ensure that most of the relevant paragraphs
for a question-policy pair were included in the highlights. High-
lighting too few paragraphs may have decreased annotation qual-
ity, as crowdworkers may have ignored them. Thus, we prefered
to potentially highlight some non-relevant paragraphs rather than
omitting relevant ones.

6. STUDY: EFFECTS OF HIGHLIGHTING
We integrated the relevance model into our privacy policy an-

notation tool by color-highlighting the top k-relevant paragraphs in
each policy, as shown in Figure 4. We also added an overview bar
to indicate which parts of the policy were highlighted. Annotators
could click on the bar to directly jump to highlighted paragraphs
or use buttons above the policy to navigate between highlighted
paragraphs. We then conducted a between-subjects study on Me-
chanical Turk to evaluate the effects of highlighting on annotation
accuracy as productivity. We found that highlighting relevant para-
graphs can reduce task completion time and positively affect per-
ceived task difficulty without impacting annotation accuracy. Be-
low we describe our study design and results in detail.

6.1 Study Design
Our between-subjects study consisted of a control condition and

two treatment conditions that highlighted different numbers of para-
graphs (five and ten), in order to investigate the effects of the num-
ber of highlights on annotation accuracy and productivity. We named
these conditions as follows:

NOHIGH. This control condition consisted of the crowdworkers’ re-
sponses for the 12 selected policies in the original privacy
policy annotation task (cf. Figure 1). Crowdworkers were
shown a privacy policy and asked to complete the nine anno-
tation questions. No parts of the policy were highlighted.

TOP05. This condition was identical to NOHIGH, except that for
each annotation question the five most relevant paragraphs
were highlighted (cf. Figure 4), based on our relevance model.

TOP10. This condition was identical to TOP05, except that the 10
paragraphs most relevant to the shown question were high-
lighted.

Crowdworkers were recruited on Mechanical Turk and randomly
assigned to one of the treatments. If they had participated in the
control, they were excluded from further participation, and we en-
sured that crowdworkers could not participate in more than one
condition. In each condition, participants completed the privacy
policy annotation task and a short exit survey that gathered user ex-
perience feedback and demographic information. We further asked



Gender Age Education
Male Female Range Median High Sch. / Some Coll. College degree

NOHIGH 53.9% 46.1% 18–82 31 46.7% 41.7%
TOP10 57.5% 42.5% 19–68 29 42.5% 49.1%
TOP05 58.3% 41.7% 20–65 29 46.2% 47.4%

Table 3: Demographics of participants in the highlighting
study.

participants to complete an English proficiency test in which they
had to fill in missing words in a short passage [31, p. 14]. Each
participant annotated only one privacy policy, and we required 10
crowdworkers to annotate a given privacy policy. Participants were
compensated with $6 USD. They were required to be US residents
with at least a 95% approval rating on 500 HITs. This study re-
ceived IRB approval.

In order to balance overall annotation costs and annotation scale,
we ran the study for a subset of 12 privacy policies randomly se-
lected in equal parts from news and shopping websites. The 12
policies used in the highlighting study are marked in italics in Ta-
ble 1. In total, we obtained annotations from 360 participants.

6.2 Results
We first discuss participant demographics followed by an analy-

sis of the conditions’ effect on productivity, accuracy and usability.

6.2.1 Demographics
Table 3 summarizes basic demographics for the three participant

groups. The three groups exhibited similar characteristics in terms
of gender, age, and education level.

Participants reported diverse occupations across all groups. Only
3.6% (NOHIGH), 1.6% (TOP10), and 5% (TOP05) of the crowd-
workers reported to work in a position that required legal expertise.
However, Figure 5 shows that there is a difference in terms of self-
reported legal training between groups. A quarter of the partici-
pants (26%) in the NOHIGH group had studied law or received other
legal training compared to 3% in the TOP05 and TOP10 groups.
This may have been because the NOHIGH annotations were col-
lected at a different time. We carefully considered this aspect in
our analysis but did not find it reflected in our accuracy or pro-
ductivity results. For instance, when asked after the annotation
task “How easy or difficult is it for you to understand legal texts?”
The vast majority in the NOHIGH group rated it as difficult or very
difficult (97%), whereas ratings in the TOP05 and TOP10 groups
were normally distributed and centered on neutral, as shown in Fig-
ure 6. This indicates that the highlighted paragraphs supported the
participants’ ability to understand the presented legal texts. Addi-
tionally, the fraction of correct answers in the English proficiency
test were 0.55 (NOHIGH, SD=.23), 0.56 (TOP10, SD=.24) and 0.55
(TOP05, SD=.23), suggesting that English proficiency was compa-
rable across groups.

6.2.2 Annotation accuracy
A major concern with drawing annotators’ attention to a subset

of highlighted paragraphs is that it may negatively impact annota-
tion accuracy, as annotators may miss relevant details in other parts
of the policy due to over-reliance on the provided highlights. We
evaluated the annotation accuracy of crowdworkers (� 80% agree-
ment threshold) against the data previously collected from skilled
annotators, focusing on those policy-question pairs from the 12
policies for which at least four of five skilled annotators agreed
on the same interpretation (� 80% threshold). This was the case
for 90 policy-question pairs.
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3%

3%

28%

9%

14%

NOHIGH

TOP10

TOP05

0 25 50 75 100
Percentage

Response None Related Background Knowledgeable (not formal) Studied Law Other legal training

Figure 5: Self-reported level of legal training. Although control
group participants (NOHIGH) indicated higher legal training, we
observed no measurable effects on annotation accuracy or pro-
ductivity.
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Figure 6: Participants’ responses to the question “How easy or
difficult is it for you to understand legal texts?” Control group
participants (NOHIGH) rated ther ability substantially lower af-
ter completing the annotation task compared to participants in
the treatment groups, who were supported by paragraph high-
lighting.

Figure 7 shows the annotation accuracy for each condition. The
annotation accuracy is similar across conditions: 98.1% for NO-
HIGH and TOP05, and 96.6% for TOP10. This suggests that high-
lighting relevant paragraphs does not affect annotation accuracy,
especially not negatively. In the TOP10 condition, crowdworkers
further reached 80% agreement for slightly more policy-question
pairs. However, this effect is too small to be directly attributed to
the highlighted paragraphs.

We further investigated if highlighting paragraphs affected the
crowdworkers’ text selections. The goal was to determine whether
participants focused solely on the highlighted regions of text, ig-
noring the rest of the policy, or if they also considered potentially
relevant information in non-highlighted parts of the policy. Almost
all participants in the treatment conditions self-reported that they
either “always read some of the non-highlighted text in addition
to the highlighted sections before answering the question” (46.7%
TOP05, 46.7% TOP10) or that they “read the non-highlighted text
only when [they] did not find the answer within the highlighted
text” (53.3% TOP05, 51.7% TOP10). Only 1.6% of participants in
the TOP10 group and no one in TOP05 reported that they “never
read the non-highlighted text.” Additionally, Figure 8 shows the
percentage of selections from non-highlighted paragraphs in the
policy, for each of the nine annotation questions. For a substantial
portion of questions participants selected text from non-highlighted
parts of the policy, which confirms that they did not solely focus on
the highlights but also considered other policy parts when answer-
ing a question. The question-specific variations in Figure 8 sug-



Figure 7: Annotation accuracy in the highlighting study, as
measured against skilled annotators (� 80% agreement thresh-
old). Highlighted paragraphs did not negatively affect annota-
tion accuracy.
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Figure 8: Text selections from non-highlighted parts of a pol-
icy for each of the 9 questions. Participants still consider other
parts of the policy and do not only focus on highlighted para-
graphs.

gest that some questions may benefit from the use of different ma-
chine learning methods, but highlighting relevant paragraphs does
not seem to bias annotators to ignore non-highlighted parts of the
policy.

However, while both groups selected text from non-highlighted
parts for all questions of the policy, TOP05 participants tended to
select more information from non-highlighted parts. This suggests
that, for some questions, more than 5 paragraphs need to be con-
sidered to fully grasp a data practice. We can further observe dif-
ferences for certain annotation questions and data practices. For
instance, collection of financial (Q3) and health information (Q4)
practices are often not as explicitly and concisely addressed as col-
lection of contact (Q1) or location (Q2) information.

6.2.3 Productivity & Usability
We further analyzed how highlighting paragraphs affected the

crowdworkers’ productivity in terms of task completion time, as
shown in Figure 9. The median task completion times for the three
conditions were 18 min 56 sec (NOHIGH), 18 min 16 sec (TOP10),
and 16 min 23 sec (TOP05). Although these differences were not
statistically significant (Kruskal-Wallis test), we observe that high-

Figure 9: Task completion time in the highlighting study. High-
lighting the 5 most relevant paragraphs substantially reduces
median task completion time.
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Figure 10: Perceived usefulness of highlighting paragraphs in
the treatment conditions (from (1) not at all helpful to (7) very
helpful).

lighting five paragraphs appeared to substantially reduce task com-
pletion time by more than 2 minutes without impacting annotation
accuracy. Highlighting 10 paragraphs had only a marginal effect on
task completion time, suggesting that crowdworkers in the control
condition may have read or skimmed a similar number of para-
graphs.

We further asked participants in the TOP05 and TOP10 groups to
rate the perceived usefulness of paragraph highlighting on a seven-
point scale ranging from “Not at all helpful” (1) to “Very Helpful”
(7). Distribution of answer choices are shown in Figure 10. The
median answer choice was Helpful (6) for both groups, signifying
that the highlighted paragraphs were seen as useful cues and likely
supported the annotators in determining the answer for a given data
practice question. Additionally, as shown in Figure 6, the control
group (NOHIGH) rated their ability to understand legal text substan-
tially lower after completing the annotation task compared to par-
ticipants in the treatment conditions – despite more legal training
in this group (cf. Figure 5).

Thus, we infer that paragraph highlighting in the annotation tool
improved annotation productivity and user experience, which is an
important factor for worker retention and cultivating a crowd of ex-
perienced annotators. Simultaneously, paragraph highlighting did
not negatively impact annotation accuracy.



7. DISCUSSION AND CONCLUSIONS
The results presented in our studies show promise for using crowd-

workers to answer questions about privacy policies. It appears
that data practices can be reliably extracted from privacy policies
through crowdsourcing. In other words, crowdsourcing is poten-
tially a viable process to provide the data required for new types
of browser plug-ins and other users interfaces aimed at informing
Internet users, who have generally given up on trying to read pri-
vacy policies. Furthermore, crowdsourcing could aid privacy pol-
icy analysis and ease the work of regulators, who currently rely on
manual inspection by experts for policy sweeps.

Our results further show that crowdsourcing privacy policy anno-
tations is not trivial. We went through multiple iterations to refine
our task design, as well as the annotation questions and response
options. Given the vagueness of privacy policies it was essential
to provide crowdworkers with annotation options that indicate that
a policy is unclear or does not address a given issue. Considering
that even privacy experts may not always agree on the interpreta-
tion of policies [25], we cannot expect crowdworkers to perform
better. From a public policy standpoint, these annotation options
could also help identify egregious levels of ambiguity in privacy
policies, either in response to particular types of questions or at the
level of entire sectors. Finally, policy-question pairs where crowd-
workers cannot converge could also be the basis for processes that
engage website operators to clarify their practices.

Although the 80% crowd agreement threshold appears promis-
ing, additional experiments with a larger number of policies will
need to be conducted to further validate our results. An opportu-
nity also exists for a user study to understand how to meet users’
needs more precisely. Additional opportunities for refining this line
of inquiry include allowing crowdworkers to rate the difficulty of
answering a specific annotation question for a given policy. These
ratings could then be considered in the aggregation of results. Such
ratings, as well as the performance of individual crowdworkers,
could also be used to develop more versatile crowdsourcing frame-
works, where different crowdworkers are directed to different an-
notation tasks based on their prior performance and where the num-
ber of crowdworkers is dynamically adjusted. The longitudinal per-
formance of crowdworkers could be monitored in order to place
more weight on high-performing workers. These and similar ap-
proaches [23] could be used to dynamically determine and allocate
the number of annotations required for a question-policy pair. Ad-
ditionally, the use of skilled workers on freelancing platforms such
as Upwork and NC may reduce the amount of redundancy neces-
sary to reach answers with confidence.

Our research also shows that techniques that highlight paragraphs
relevant to specific annotation questions can help increase produc-
tivity and improve the user experience, as workers are provided
with cues about which paragraphs they should focus on. This is
important given the length of privacy policies and the way the dis-
cussion of some data practices is often spread across the text of
policies. The number of highlighted paragraphs plays an essential
role. In our study, highlighting the five most relevant paragraphs
decreased task completion time, but also resulted in more text be-
ing selected from non-highlighted areas compared to highlighting
10 paragraphs. Ideally, we would want to highlight just enough
for the annotator to clearly identify the answer. Thus, we are cur-
rently investigating approaches to dynamically adapt the number
of highlights to question-specific parameters. For instance, some
data practices such as collection of contact information are plainly
stated in one part of the policy, while others require annotators to
pay attention to multiple policy parts, such as third party sharing

practices. We plan to fine-tune our relevance models in the future
and explore extensions of our approach to additional data practices.

We further plan to extend our annotation efforts to more and
other categories of websites. While our current sample of 26 pri-
vacy policies is not representative of all privacy policies, we are
confident that our results provide meaningful indications of the
annotation difficulty of collection, sharing, and deletion practices,
which may vary for individual websites but are largely ubiquitous.

Our goal is to further improve our annotation framework in order
to improve the quality and cost efficiency of privacy policy annota-
tions. We want to enable large-scale privacy policy analysis. Our
contributions in this work show the promise of crowdsourcing pri-
vacy policy annotations and the potential of achieving the required
scale-up by combining crowdsourcing with machine learning and
natural language processing to enhance crowdworker productivity.

Acknowledgements
This research has been partially funded by the National Science
Foundation under grant agreement CNS-1330596.

APPENDIX
A. ANNOTATION QUESTIONS

Questions Q1 through Q4 address the collection of contact in-
formation, financial information, current location information, and
health information, respectively. Their wording is largely identical,
and for brevity, only Q1 and its answers are shown below.

Q1: Does the policy state that the website might collect contact
information about its users?

• No – the policy explicitly states that the website will
not collect contact information.

• Yes – the policy explicitly states that the website might
collect contact information.

• Unclear – the policy does not explicitly state whether
the website might collect contact information or not,
but the selected sentences could mean that contact in-
formation might be collected.

• Not applicable – this question is not addressed by this
policy.

Questions Q5 through Q8 address the sharing of contact informa-
tion, financial information, current location information, and health
information, respectively. Their wording is largely identical, and
for brevity, only Q5 and its answers are shown below.

Q5: Does the policy state that the website might share contact
information with third parties? Please select the option
that best describes how contact information is shared with
third parties. Please ignore any sharing required by law (e.g.,
with law enforcement agencies).

• No sharing – the policy explicitly states that the web-
site will not share contact information with third par-
ties.

• Sharing for core service only – the policy explicitly
states that the website might share contact information
with third parties, but only for the purpose of provid-
ing a core service, either with explicit or implied con-
sent/permission from the user.



• Sharing for other purpose – the policy explicitly states
that the website might share contact information with
third parties for other purposes. The policy makes no
statement about the user’s consent/permission or user
consent is implied.

• Sharing for other purpose (explicit consent) – the
policy explicitly states that the website might share con-
tact information with third parties for a purpose that is
not a core service, but only if the user provided explicit
permission/consent to do so.

• Unclear
• Not applicable

Finally, Q9 addresses deletion of personal data.

Q9: What is the website’s policy about letting its users delete their
personal data? Please ignore any statements concerning re-
tention for legal purposes.

• No removal – the policy explicitly states that the user
will not be allowed to delete their personal data.

• Full removal – the policy explicitly states that users
may delete their personal data and that no data will be
retained for any purpose, whether the data was provided
directly by the user, generated by the user’s activities on
the website, or acquired from third parties.

• Partial removal – the policy explicitly states that users
may delete their personal data but some/all of the data
might be retained for other purposes, whether the data
was provided directly by the user, generated by the user’s
activities on the website or acquired from third-parties.

• Unclear
• Not applicable
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